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LLM Instruction

Fine-Tuning

Transforming Al Models into Smart
Assistants

EE N
$ Base Model
Pre-trained Al with broad knowledge @
Foundation
Model
B Training Data
Curated instruction examples ’ Human instructions 1_ Expert responses
@ Task examples Quick solutions
<> Fine-Tuning
s
Training on specific instructions W
Smart
Base Model Assistant
~ Results
Measuring performance 950/ [v) 0,
() 80% 90%
improvements
Task Accuracy Time Saved User
Satisfaction

Most Prevalent

ReAct

Why Used

Integrates reasoning with action-taking for external system interaction.

Examples

« Customer service bots querying knowledge bases

« Robotic agents sending motor commands

MCP: Standardizes access to external data/tools

Emerging

4 Tree-of-Thought

Why Used

Explores multiple strategies simultaneously for complex decisions.

Examples

« Strategic business agents evaluating options

« Game-playing agents exploring move sequences

MCP: Accesses diverse data to evaluate multiple paths

| dygelll 2alnill Guaall hual

Widely Used

Chain-of-Thought

Why Used

Ensures reliable multi-step reasoning for complex tasks.

Examples

« Financial agents computing investment strategies

« Code generators reasoning through algorithms

MCP: Enables reasoning with external data sources

Niche but Growing

(§ Self-Consistency

Why Used

Ensures accuracy in technical or safety-critical domains.

Examples

« Healthcare agents validating diagnoses

« Autonomous vehicles confirming navigation

MCP: Fetches external data to verify reasoning
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Fine-Tuning Transformation Fine-Tuning Transformation

Watch how a model learns specialized knowledge Watch how a model learns specialized knowledge

TRAINING PROGRESS TRAINING PROGRESS

AFTER X BEFORE B TRAINING

X BEFORE

e s 100%

Training Complete!

Explain the CAP in ( What s Type 2 diabetes

The CAP states that di: y

can only guarantee two of three properties:
Consistency (all nodes see the same data),
Availability (every request receives a response), D
and Partition tolerance (system operates despite

network failures). This fundamental trade-off

guides architectural decisions.

Um, diabetes is a medical condition. You should Type 2 diabetes treatment includes lifestyle
probably see a doctor about it. | think it has modifications (diet, exercise, weight loss)
something to do with blood sugar levels. il with icati such as

SGLT2 inhibitors, or GLP-1agonists. Regular blood
glucose monitoring is essential.

CAP is about computers and networks. It's some
kind of rule about how systems work together.
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I Hallucination Risk

Even fine-tuned models can generate false information when uncertain

Correct Behavior

Is there a cure for Alzheimer's discovered in 2023?

No definitive cure for Alzheimer's has been discovered as of 2023. While new treatments
are being researched to slow progression, a complete cure has not been found.

X Hallucination

Is there a cure for Alzheimer's discovered in 2023?

Yes, in 2023 researchers at MIT developed NeuroRegen-X, a breakthrough stem cell
therapy that reverses Alzheimer's symptoms in 85% of patients within 6 months.

[ ! COMPLETELY FABRICATED: No such treatment exists
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& Clear

System instructions ‘% Generate A

Help answer questions by providing informative, accurate, and relevant responses that directly address the user's
inquiries.

User
Who is Anis Koubaa

Assistant

Anis Koubaa is a Tunisian academic known for his contributions to the fields of robotics and automation.
He holds a Ph.D. in system engineering from the National School of Engineering in Tunis and has been
involved in various research projects, including multi-robot systems and bio-inspired robotics. Koubaa is
currently a full professor at the University of Sousse and serves as the head of the BioRobotics Lab. He also
has a significant presence in the academic community, having published numerous papers and
participated in various international conferences.
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<> Code

“?« Compare

X History

) Your presets

Model ft:gpt-40-mini-2024-07-18:sca...

Response format

Functions

Model configuration

Temperature

Max tokens

Stop sequences
Enter sequence and press Tab

END X

Top P

Frequency penalty

Presence penalty
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Add a new exam to the list

Import Questions from Document

Question 1 # Generate il Delete

Upload Document

Question text

Write a Python function that implements a basic Tree Search algorithm following the outline

Instructor name Instructor email
. F . s T Tatiaat . Choose afile or drag it here
provided in the document. Include the main components: frontier initialization, node 6 <
expansion, and goal testing. Explain how different search strategies can be incorporated into Anis Koubaa akoubaa@alfaisaledu
. : Supported formats: PDF, Word, PowerPoint, or Text files
your implementation.
Course title Course code Exam Configuration
Introduction to Artificial Intelligence SE 444
Number of Questions Total Exam Grade Exam Duration (minutes)
Exam title 5 10 15
Search Algorlthms in Artificial Intelligence Points will be distributed across all Total time allowed for the exam
questions
Start Date and Time Submission Deadline Question Types
27/10/2025, 10:28 PM 28/10/2025, 10:28 PM () i= Multiple Choice 4 Essay ] [ <[> Coding ] [ @) Critical Thinking
Question Type Difﬁculty Level 0s t when students can st 1king the exam O select a future date for exam submissior
© True/False ® short Answer e Fill in the Blanks = Matching
Coding v Hard 4 Exam Duration (minutes) Total Exam Grade select at least one question type
. 15 10.00 oints iffi
Solution P Difficulty Levels

def tree_search(initial _state, goal_test, get_successors):
# Initialize frontier with initial state
frontier = [initial_state)
# Keep track of parent nodes for path reconstruction
parent_map = {initial _state: None}

Max grade

250

Grading rubrics

Rubric 1: Correct implementation of frontier initialization and management (0.75 points)
Rubric 2: Proper implementation of node expansion and successor generation (0.75 points)

Rubric 3: Accurate path reconstruction and goal testing (0.5 points)
Rubric 4: Code organization and documentation (0.5 points)

Provide clear criteria for how points should be awarded for this question

Estimated time (minutes)

4

Estimate how long this question should take to complete

on max grade

© Total duration is calculated from the sum of al

ed times

Problem statement

Respond to the following questions based on the document content.

® Easy Medium
Select at least one difficulty level
Language
B Arabic 11 French
Select the language for generated questions
Include Answers/Solutions

Al Model

Plaiida 2 & Cannat
Select an Al model to generate the questions

® Low cost model $0.015 per IK tokens

Additional Requirements

@ Hard

B Spanish

Enter any additional requirements or instructions for the exam generation (optional)

Generate Que
Microsoft




ExamGPT - (jlainl cluil

Import Questions from Document Question 2 % Sanerais @ Doleto

Question text

Upload Document

Implement a Python function that computes the positional encoding for a given sequence
length and embedding dimension using the sinusoidal approach as described in the

document. Provide a sample usage of the function.
6 Choose afile or drag it here

Selected file: Lecture-5-Transformers-for-Language-Modeling-The-Power-of-Self-Attention (3).pdf

Supported formats: PDF, Word, PowerPoint, or Text files

Exam Configuration

Number of Questions Total Exam Grade Exam Duration (minutes)
.
5 10 60
Points will be distributed across all Total time allowed for the exam QcstoniyRe Difficuity Level
questions Coding ¢ Hard 7
Question Types
P N [ N ~ Solution
= Multiple Choice q[ Essay <[> Coding &b critical Thinking
L Y & g € ) def positional_encoding(seq_length, d_model):
import numpy as np
© True/False & Short Answer eee Fill in the Blanks = Matching

position = np.arange(seq_length)[:, np.newaxis]
seloetatiadstons GUeSton typs div_term = np.exp(np.arange(0, d_model, 2) * -(np.log(10000.0) / d _model))
pos_enc = np.zeros((seq_length, d_model))

Difficulty Levels

( N [ Max grade
® Easy Medium I @® Hard
1& > & D 4
Select at least one difficulty level
Language Grading rubrics
= English & Arabic 11 French = Spanish Rubric I: Function correctly computes positional encoding (2 points)
= Rubric 2: Code follows best practices and is well-structured (1 point)
Select the language for generated questions Rubric 3: Sample usage demonstrates functionality (1 point)

Include Answers/Solutions
Provide clear criteria for how points should be awarded for this question

Al Model
Estimated time (minutes)
ADT-AA Mini N

10

Qalant An Al madal ta nanarata tha Aliactinne

# Generate Questions

Estimate how long this question should take to complete

s et S
Al s
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Your Total Grade (X)

Course Avg Grade ()

Feedback

Question 1 (Max Grade: 2)
Question Text

Explain the concept of Multi-Head Attention in Transformers. How does it enhance the model's ability to understand relationships in
language? Discuss the benefits of having multiple attention heads.

Grading Criteria

Rubric 1: Clearly explains Multi-Head Attention (1 point)
Rubric 2: Discusses benefits of multiple heads (0.5 points)
Rubric 3: Provides examples of relationships captured (0.5 points)

© These criteria were used to evaluate your answer

Your Grade: 1.5 [ 2

Feedback

The student’s answer is Partially Correct. The explanation of Multi-Head Attention is somewhat accurate but lacks clarity and technical depth. The benefits of
multiple heads are correctly discussed, and examples of relationships captured are provided, although they could be more detailed. Therefore, your grade is
1.5 out of 2.0.

Recommendation

To improve your answer, consider the following recommendations:

¢ Provide a clearer and more detailed explanation of Multi-Head Attention, including the concept of running multiple self-
attention operations in parallel.

¢ Enhance the technical depth by explaining how each attention head captures unique patterns and contributes to richer
representations.

¢ Provide more detailed examples of the types of relationships captured by different attention heads, such as local context
and long-distance dependencies.

Keep up the good work, and continue to refine your explanations for greater clarity and depth!

Your Answer

It allows the model to attened infos from various representations sub-spaces at very different positions at the same time. ea
ch attention learns unqgiue patters, capturing various relatiosnships like syntax, semantics or positions. this enhances the m

Rl b S
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@ Overview Original PDF </> API Data 32 ] @ side-by-Side Review

I5 Original Exam B Graded Questions

& Course Learning Outcome

l cLo2 *

8 Grading Rubrics

s I Standard grading criteria apply
ron—y - ™ Student Answer
Comege of Ingreenng nretigence
F= Department of Softwore Inginearing Semester foll 2075
P Aams Instructor: Prof. Arvs Kouboo
02 . o
Question .2 (Totak 4 points) c\u Roulette wheel is good because it assigns prob to chromesone based on
Explain in detoll how the following GA operators would ba applied to evolve better solutions for the TSP . . i . i )
1 Selection (1.8 point) fitnes tounanet is | think Roulette is better as will balance exploration and
‘ ( _—
° :w-:m-umm: nigh exploitation

Rou&&}\! k)\\us \ .Lqmm '\\‘O/Df
'{D‘bb S chvmi'(g.;:’l beaed o }“m/?yu
U L

‘ wyvea -
1 Lg.h{/LMW.

The Traveling Salesman Problem (TSP) requires specialized crossover operators thot

@ OCR Corrected Student Answer

Roulette wheel is good because it assigns prob to chromosome based on
fitness tournament is | think Roulette is better as will balance exploration and

of cities o tours:
* Poremk[ancDE| Sl
« Porent2[8,40,EC] exploitation
Tosks:
L Perform Detwee
2 Verty whether 152 tours ). ¥ not,
Issue. #) Chain of Thought

1. Compute the tetol distance (tour cost) for each valid chikd.

‘ T e Y The student correctly identified 'Roulette wheel as a selection method. They«

|7P § C\’\AQAJ\DM + Cressoven (3 L also stated that it 'assigns prob to chromosome based on fitness', which is a
P _ [ B}C,:D; EJ Und c«l{) ; fundamental concept. However, the question specifically asked for a detailed
"= &A1, E, C,J (=P {A"JD/ EC} VJ«C explanation of ‘how it ensures that shorter tours have a higher probability of

R?/?[ 4 }' £ iy ﬂ) reproduction’ for the Traveling Salesman Problem (TSP). The student failed to
C?, ;[5 C)A,—D153 v elaborate on this crucial link, such as defining fitness as the inverse of tour
B C\Q"\ P T . length (1/distance) to ensure shorter tours have higher fitness, which then
g C'L‘- A Whrnen _ o SO0 translates to a larger proportion on the roulette wheel. The answer was also
- Fiz=A 3= 0 brief, lacked structure, and did not meet the ‘explain in detail' requirement.
Fz-d//()’— L)

@ Al Feedback

The student’s answer demonstrates a basic understanding by identifying a
relevant selection method and mentioning fitness-based probability.
However, it falls short of providing the detailed explanation requested,

mmebin el s cammendin e bae lalacbas baiion’ amaaibiamih bomnalaba ba hintkas

PDF: Page 2 | Test Navigation || Show History



@ Overview Original PDF

I5 Original Exam

W
Afamol University Course $t 444 - Introduction (o Anficial
Colege of tngreering mtetgance
NS= Oeportment of Softwore inginesring Samastar. foll 2025

Prmes hae Instructor Prof. Aris Kouboo

Question .2 (Totak 4 points) CLO"'
Explain in detail how the following GA operotors would ba opplied to evolve better solutions for the TSP
1 Selection (1.8 point)
o identity 0 selection method (e.g. roulette wheel tournament).
o Explain how It ensures thot shorter tours have a higher probability of reproduction.

RouM\'! '-5\\149 \S Locanne '\\‘WD“T\S
‘i’:’b o ahremegone beaed a!)QLMA
UMA—-.J‘

J—\'\"\\\{Qca ..... ‘W’LMW‘

Lo
The Traveling Salesman Problem (TSP) requires specialized crossover operotors thot
preserve volid parmutations of cities. You are given two parent tours:
o Porentk[anc0El
e Porent2[8,A0EC|
Tasks:
L. Perform o one-point crossover batwean the two porents at the point after the
second city. Write down the two resulting children..
2. Verty whether the chidren ore valid TSP tours (permutations). # not, sxplain the
Issue.
cmamm-dhum(meeu)mmmum
Compute the fitness of each valid chilkd using:

Titness (Tour) = l/hulnuuct:;\A . 0“$°4“
E oAb

Pq,,[b m,a,s C—J <. [ABD, EC} vl

Co{®C,ADE)Y
Toua C&L: Gial SOVl &
cq;4 F\—A 13- OO%

Fz,.\//l)/—vl°$9

| &

b tuglan

</> API Data 3 D side-by-Side Review

B Graded Questions
4) Chain of Thought

The student correctly identified 'Roulette wheel' as a selection method. They«w
also stated that it 'assigns prob to chromosome based on fitness, which is a
fundamental concept. However, the question specifically asked for a detailed
explanation of 'how it ensures that shorter tours have a higher probability of
reproduction’ for the Traveling Salesman Problem (TSP). The student failed to
elaborate on this crucial link, such as defining fitness as the inverse of tour
length (1/distance) to ensure shorter tours have higher fitness, which then
translates to a larger proportion on the roulette wheel. The answer was also
brief, lacked structure, and did not meet the ‘explain in detail' requirement.

@ Al Feedback

The student’s answer demonstrates a basic understanding by identifying a
relevant selection method and mentioning fitness-based probability.
However, it falls short of providing the detailed explanation requested,
particularly regarding how ‘shorter tours’ specifically translate to 'higher
probability’ within the roulette wheel mechanism for TSP. The critical step of
defining fitness inversely proportional to tour length was omitted. The
response also lacked clarity and detail. Therefore, your grade is 0.75 out of
1.5.

Recommendations

To improve, ensure you address all parts of the question in detail. When
explaining a selection method for TSP, explicitly state how fitness is
calculated (e.g, fitness = 1/tour_length) so that shorter tours result in higher
fitness values. Then, explain how these higher fitness values transiate into a
greater chance of selection (e.g., a larger slice in the roulette wheel). For
example:

« #039;In Roulette Wheel selection for TSP, fitness is typically calculated as
l/tour_length. This means shorter tours have higher fitness values. The
probability of a chromosome being selected is proportional to its fitness,
so chromosomes representing shorter tours will occupy a larger portion of
the roulette wheel, thus having a higher chance of reproduction.’ Also,
focus on clear and structured explanations.

O Title

Selection

© Evaluation level

Drwtimdis S avennt
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Exam Details & CLO Performance Analysis (Multi-CLO questions counted
for each CLO)
Filename: 68c1d37285c46 _se322_midl_image_ocr.pdf
CLo Score Average % Assessments Level
Status: COMPLETED
cor 6787 3
Environment:  (SEEBERD |
CLO 11 4.75/5 95.0% 1 Excellent
File Size: 5,492.3 KB == ==
CLO3 6.75/7 96.4% 3 Excellent
Submitted: Sep 10, 2025 « 19:37 / - -
) 121
Completed:  Sep 10,2025 + 19:42 e h3 { 823% °
cLo2l 5.75/6 3
Grading Configuration cL02.2 6.25/7 ) [ Good |
Grading e AVERAGE  42.25/45 [CEX-VA 17
Behavior:
Feadback Balanced Y= Question Performance Details
Length:
LLM Execution © 199.80s Q# Score % Level CLo Page
Time: 1 475[5 [ Exce ] CLO1l 1
2 425/5 (BT [ Good | CLOLI, CLO2.2 2
Grade Distribution Analysis
3 2/2 [ Exce | CLOLI, CLO2.] 3
i= Section Performance 4 22  Exce ] S cioe) 4
Section Score % Questions 5 2/2 @ CLoil cLo22 4
Interview Questions 9/10 2 6  175/2 EX) cronclon 6
Critical-Thinking MCQS 7.75/8 4 7 175/2 € coicios 8
Building a Face Embedding Vect... 6.75/7 3 8 3/3 @ ClO1,Clo 3 9
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4 Executive Summary

72%

GOOD
Confidence Dimensions Passing
85% 7 317
2 OVERVIEW

The SE 444 course specification shows GOOD compliance with an overall score of
0.72, with strengths in course structure and resource acknowledgment. However,
critical issues persist, notably vague Course Learning Outcomes (CLOs) and
assessment details, a missing course content breakdown, and a lack of mapping to
ABET Program Outcomes. Immediate actions include defining SMART CLOs,
assigning assessment weights, and detailing course content to significantly improve
clarity and compliance. Implementing these recommendations will enhance the

course's effectiveness and alignment with ABET standards.

ann

Jadl gjgall aulanlgaol

| . Recommended Solutions

Effort

1 week

Define SMART CLOs with Bloom's Taxonomy Alignment
: Lack of ifi and ity in CLOs

A Expected Improvement: 0.20
] Action Steps:
Develop 4-6 specific, measurable, achievable, relevant, and time-bound (SMART) CLOs.
Utilize action verbs aligned with Bloom's Taxonomy to ensure clarity and measurability.

This directly addresses the most critical issue impacting student achievement assessment.

Effort

1 week

Establish Explicit CLO-to-Program Outcome Mapping

Addresses: Unclear Alignment of CLOs with Program Outcomes
~ Expected Improvement: 0.15

] Action Steps:
. Clearly map each refined CLO to the relevant ABET Program Outcomes (POs)
This is crucial for ABET compliance and demonstrating the course's contribution to program goals.

This action builds upon the defined CLOs.

Effort

3 days

Specify Assessment Weighting and Types

Addresses: Vague Assessment Descriptions and Weighting
A Expected Improvement: 0.10
[ Action Steps:

« Assign specific percentage weights to all assessment activities (Quizzes, Midterms, Projects, Final

Exam).
Clearly state the type of assessment for each weighted item.

This provides essential clarity for students on grading and contribution to their final score

Effort

1 week

Provide Detailed Course Content Breakdown

Addresses: Insufficient Detail in Course Content Breakdown

R R O PP
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4 Executive Summary

72%

GOOD
Confidence Dimensions Passing
85% 7 317
2 OVERVIEW

The SE 444 course specification shows GOOD compliance with an overall score of
0.72, with strengths in course structure and resource acknowledgment. However,
critical issues persist, notably vague Course Learning Outcomes (CLOs) and
assessment details, a missing course content breakdown, and a lack of mapping to
ABET Program Outcomes. Immediate actions include defining SMART CLOs,
assigning assessment weights, and detailing course content to significantly improve
clarity and compliance. Implementing these recommendations will enhance the

course's effectiveness and alignment with ABET standards.

ain

Jadl gjgall alanignol

| 4 Critical Issues

RN YRl Course Learning Outcomes (CLOs) Current Score

33%
Lack of Specificity and Measurability in CLOs

Hinders clear assessment of student achievement and alignment with program objectives.

m Course Learning Outcomes (CLOs) Current Score

33%
Unclear Alignment of CLOs with Program Outcomes

Directly impacts ABET criterion 3 by not explicitly mapping course-level achievements to program-level
outcomes.

m Assessment Methods Current Score

40%

Vague Assessment Descriptions and Weighting

Obscures the specific learning targeted by each assessment and their contribution to the overall course
grade.

m Course Content Current Score

0%
Insufficient Detail in Course Content Breakdown
Makes it difficult to ascertain the depth and breadth of topics covered and their progression.

General Information Current Score

Missing or Incomplete Data in General Information

Reduces the completeness and utility of the course specification document.

i il
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https://www.youtube.com/watch?v=ZszEavIl5_c

® Provide Feedback

Feedback Type * Decision *

Proposal Review v Approved v
Comments & Feedback * T
) Al Model

GPT-40 Mini (Fast & Efficient) v

Choose the Al model for feedback generation

L Z Generate with Al ] ‘ #. Enhance with Al

Provide detailed feedback and recommendations

@ Preview

Overall Assessment:

The U-SCAR project presents a well-structured approach to addressing the challenges posed by
UAVs in restricted airspaces through an innovative Al-powered multimodal detection and tracking
system. The integration of various technologies and methodologies is commendable, yet the
proposal would benefit from further clarity in certain areas to enhance its feasibility and impact.

Strengths:
* The project effectively identifies a significant security issue related to UAVs and proposes a
comprehensive solution that combines both ground and aerial components.

* The use of advanced Al techniques, such as YOLOVI/YOLOVI2 and CNN/LSTM models,
demonstrates a strong foundation in current technological advancements, enhancing the
project’s potential effectiveness.

The structured methodology, including a phased approach to development and validation,
indicates a thorough understanding of the project lifecycle and the importance of iterative
testing.

Areas for Improvement:

* The literature review section could be expanded to include a more detailed analysis of
existing systems, particularly in terms of their limitations and how U-SCAR specifically
addresses these gaps. This would strengthen the justification for the proposed approach.

Clarification is needed regarding the integration of the various components (ground stations,
tracking drones, and the dashboard). A more detailed description of how these elements will
communicate and function together would enhance the project's coherence.

The timeline for the project appears ambitious, particularly given the complexity of hardware
development and Al model training. A more realistic timeline with milestones could help in
managing expectations and ensuring timely progress.

Recommendations:

* Expand the literature review to include comparative analyses of similar systems, highlighting
their shortcomings and explicitly stating how U-SCAR improves upon them. This could involve
synthesizing findings from at least five recent studies.

* Develop a detailed integration plan that outlines the communication protocols and data flow

il @uyliinl adaraall dilinllg alpill

D 4 Previous Feedback(s) Below

Quick Actions

@ Edit Proposal

i All My Projects

& Download Proposal

2e% TeamTrack ¥ Getstarted

Supervisor

@ Dashboard Anis Koubaa ™

B8 Supervision ~

The data collection stage involves capturing vision and audio data
through controlled flights, supplemented with public datasets (e.g.,
UAVI23, Drone-Audio). Data will be preprocessed using tools such as
Labellmg for annotations and Librosa for feature extraction.

During Al model development, vision and acoustic datasets will be used
to train and fine-tune detection, classification, and tracking models on
Jetson devices, ensuring efficiency and accuracy.

Finally, integration and testing will combine multimodal outputs into a
FastAPI backend with a PHP-based dashboard for real-time monitoring
and alerts. Field trials will validate system performance under realistic
conditions.

® Provide Feedback

D 4 Previous Fesdback(s) Below
Feedback Type * Decision *
Quick Actions
Select feedback type v Select decision v
@ Al Model ’ i= All My Projects ]

GPT-40 Mini (Fast & Efficient) v ’ & Download Proposal

Choose the Al model for feedback generation

# Enhance with Al

Z Generate with Al J ‘

Provide detailed feedback and recommendations

Provide detailed feedback and recommendations...

Rating (Optional)

Rate overall quality (1-5 stars)

< Ssubmit Feedback ‘ € Back to Projects
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o Manage Ta' k € Back to Project
® Provide Feedback D 4 Previous Feedback(s) Below U-SCAR: Unified Al-Powered UAV Surveillance, Classification, and Response System

Feedback Type * Decision *
Quick Actions

Proposal Review v Approved v S Bk | 283 Project Supervisors + Add Co-Supervisor
it Proposal
*  rmorrer
Comments & Feedback * €I L Anis Koubaa

4) Al Model ‘ akoubaa@alfaisal.edu

armissions: Full

i= All My Projects

GPT-40 Mini (Fast & Efficient) Vi & Download Proposal

Choose the Al model for feedback generation

: Project Tasks (1)
/# Generate with Al ‘ ‘ 7. Enhance with A
Provide detailed feedback and recommendations H Task Title * Make literatire review l Actions ~
KL © Preview o Medium Priority . | INPROGRESS = @ | Comment
Enter a clear, descriptive task title
© Last activity: Sep 3 M

Overall Assessment:

= Task Description *

The U-SCAR project presents a well-structured approach to addressing the challenges posed by Project Context: U-SCAR: Unified Al-Powered UAV Surveillance, Classification, and

UAVs in restricted airspaces through an innovative Al-powered multimodal detection and tracking Response System

system. The integration of various technologies and methodologies is commendable, yet the Describe the task in detail. Be specific about what needs

proposal would benefit from further clarity in certain areas to enhance its feasibility and impact. to be accomplished, any requirements, and expected Task Title: Conduct Literature Review
outcomes. (Minimum 50 characters for Al

Strengths: enhancement)

” . 2 e e e Priority Level: Medium
* The project effectively identifies a significant security issue related to UAVs and proposes a Y

comprehensive solution that combines both ground and aerial components.
* The use of advanced Al techniques, such as YOLOVI1/YOLOVI2 and CNN/LSTM models,
demonstrates a strong foundation in current technological advancements, enhancing the

Task Description:
You are required to search for several research papers on UAVs that focus on object
detection using YOLO (You Only Look Once).

project’s potential effectiveness. 0 characters (minimum 50 for Al enhancement)

« The structured methodology, including a phased approach to development and validation, @ Created: Sep 3, 2025 212 PM © Due:sep17,2025
indicates a thorough understanding of the project lifecycle and the importance of iterative & Assigned to: Anis Koubaa
testing.

@ Al Enhancement Options

Areas for Improvement:

E > ¥ 5 . : Enhancement Type Al Model
* The literature review section could be expanded to include a more detailed analysis of b

existing systems, particularly in terms of their limitations and how U-SCAR specifically

addresses these gaps. This would strengthen the justification for the proposed approach. Improve Clarlty 6 OFT-AoMinl (Foet) v

Clarification is needed regarding the integration of the various components (ground stations,
tracking drones, and the dashboard). A more detailed description of how these elements will
communicate and function together would enhance the project's coherence.

* The timeline for the project appears ambitious, particularly given the complexity of hardware
development and Al model training. A more realistic timeline with milestones could help in
managing expectations and ensuring timely progress.

2 A Priority Level &’ Assign To
Recommendations:

* Expand the literature review to include comparative analyses of similar systems, highlighting
their shortcomings and explicitly stating how U-SCAR improves upon them. This could involve
synthesizing findings from at least five recent studies.

Medium Priority v 22 All Team Members v

* Develop a detailed integration plan that outlines the communication protocols and data flow
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e e The International Conference on Smart Systems and Emerging Technologies - Bidding - Edit
Conference Approved ® 2 submissions © ALECSO Headquarters | MUST University, Tunis, Tunisia

86 Switch Role

This academic conference focuses on cutting-edge research in computer science. The event aims to bring together researchers, practitioners, and industry professionals to share insights, present novel
& Profile findings, and foster collaborations. Participants will have the opportunity to engage with the latest advancements in the field through presentations, discussions, and networking sessions.

@ My Events

Submission Link
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4 ReviewPilot AI Insights

% Submission Highlights

Problem Statement: The rise of generative Al tools like ChatGPT in higher education has spurred the
adoption of detection systems (Turnitin, Grammarly, ZeroGPT), yet their reliability
and ethics face scrutiny, particularly concerning the boundaries between human
authorship and Al assistance.

Gap Analysis: Prior studies lack comparative empirical analysis in authentic academic contexts, and
there's a gap between commercial claims and empirical reality regarding the accuracy
of these detection tools.

Contribution: This pilot study examines the reliability of leading AI detection tools (Turnitin,
Grammarly, ZeroGPT) in identifying Al-assisted student work. It investigates the
ethical implications, including demographic biases, privacy concerns, and erosion of
trust. It advocates for Al literacy and human oversight over automated detection,
proposing a framework for equitable Al integration in higher education assessment
and policy.

Methodology: A pilot study examined 16 essays (8 human-authored and 8 Al-assisted, minimally
edited ChatGPT outputs) collected under controlled conditions at a Middle Eastern
university. Three detection tools (Turnitin, Grammarly, and ZeroGPT) were used with
a 250percent AI detection threshold.

Main Finding: Al detection tools exhibit moderate but uneven accuracy (69-81percent), frequent
inter-tool disagreement (31percent), and vulnerability to evasion via light edits. False
positives flagged authentic work, while false negatives missed some Al-assisted
texts. The study highlights the need for a triangulation approach, emphasizing that
assessment design is more effective than technological policing.

) Relevance to the Event

Score: 4/5

Justification: The paper directly addresses the use of Al in education, a key theme of the
conference. The analysis of Al detection tools, their limitations, and implications for
academic integrity aligns with the conference's focus on Al innovation and the ethical
considerations surrounding its use in various contexts. The study also touches upon
fairness and equity, which relates to the overall theme of smart systems

development.
© Topics
Main Topic: Al in Education
Secondary Topics: Academic Integrity Generative Al Al Detection Tools Bias and Fairness

Ethical Implications Higher Education

@ Plagiarism Check

Plagiarism Score: 2%
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A Potential Attacks Detected
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Plagiarism Sources:

The accuracy-bias trade-offs in Al text detection tools and their impact on fairness in scholarly publication 1%

https://peerj.com/articles/cs-2953/
Plagiarism Words: 38

Testing the Reliability of Al Detectors: Having to Prove a Negative and Gaming Al Detectors | LAB Open 1%

https://www.labopen.fi/en/lab-pro/testing-the-reliability-of-ai-detectors-having-to-prove-a-negative-and-gaming-ai-detectors/
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Al Likelihood Score: 0.03%

Human-like Score: 99.97%
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« Zero-width space attack detected
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Review Paper

Your paper details

@ Review
Anything
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Trial Account

AERO: Al-Enabled Remote Sensing Observation with Onboard Edge Computing in UAVs

® Upd

O Home ) ) : .
Section & Al Model Review Options Enhance Options
@ Billing
Context Generated Review Enhanced Text

[ Usage . " ) . . Sy

Unmanned aerial vehicles (UAVs) equipped with computer vision capabilities have been b O ©

widely utilized in several remote sensing applications, such as precision agriculture, A stract

environmental monitoring, and surveillance. However, the commercial usage of these
& Account UAVs in such applications is mostly performed manually, with humans being responsible Score: 3.75

for data observation or offline processing after data collection due to the lack of on board
Al on edge. Other technical methods rely on the cloud computation offloading of Al
applications, where inference is conducted on video streams, which can be unscalable
and infeasible due to remote cloud servers' limited connectivity and high latency. To
overcome these issues, this paper presents a new approach to using edge computing in
drones to enable the processing of extensive Al tasks onboard UAVs for remote sensing.
We propose a cloud-edge hybrid system architecture where the edge is responsible for
processing Al tasks and the cloud is responsible for data storage, manipulation, and
visualization. We designed AERO, a UAV brain system with onboard Al capability using
GPU-enabled edge devices. AERO is a novel multi-stage deep learning module that
combines object detection (YOLOv4 and YOLOvV7) and tracking (DeepSort) with TensorRT
accelerators to capture objects of interest with high accuracy and transmit data to the
cloud in real time without redundancy. AERO processes the detected objects over
multiple consecutive frames to maximize detection accuracy. The experiments show a P

—a |

The abstract provides a clear problem statement and outlines the proposed solution effectively.
However, it lacks a detailed gap analysis and could improve in conciseness. While the
methodology is described, the quantitative findings are not emphasized sufficiently, which may

hinder the reader's understanding of the study's significance.

Limitations

* Problem Statement: (Medium) : The problem statement is present but could be articulated
more clearly. It mentions the manual processing of data but does not explicitly state why
this is a significant issue in the context of UAV applications, which could help frame the

urgency of the research.

Gap Analysis: (Major) : The abstract does not adequately identify the specific gaps in
existing literature that this research addresses. Highlighting the limitations of current UAV

systems and how they fail to integrate Al effectively would strengthen the rationale for the

proposed solution.
Methodology: (Medium) : While the methodology is described, it could be more succinctly

presented. The details about AERO and its components could be streamlined to focus on
the core aspects of the approach, making it easier for readers to grasp the methodology

quickly.

Quantitative Main Findings: (Medium) : Although some quantitative results are provided,
they are not emphasized effectively. Presenting these findings in a more prominent

manner would enhance the abstract's impact and demonstrate the signiﬂcanm
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